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Abstract—Real-time systems are subject to temporal con-
straints and require a schedulability analysis to ensure tht
task execution finishes within lower and upper specified bouts.
Worst-case memory performance (WCMP) plays a key role in the
calculation of the upper bound of the execution time. Data cehes
complicate the calculation of the WCMP, since their behaviois
highly dependent on the sequence of memory addresses acesks
which is often not available. For example, the address of a da
structure may not be available at compile-time, and it may clange
between different executions of the program. We present an
analytical model that provides fast, safe and tight estimabns
of the worst-case memory performance (WCMP) component of
the worst-case execution time, using no information abouthe
data base addresses. The address-independent absolute WM
for codes with references that follow the same access patter
can be very high with respect to the average behavior because
those references may be aligned with respect to the cache,uth
generating systematic interferences among them. Our modeian
also provide a tighter and safe estimation for the WCMP for
these codes when the user avoids these alignments.

Index Terms—Cache memories, Worst-case analysis, Perfor-
mance Analysis and Design Aids

I. INTRODUCTION

P

(PME) model [4] and is applicable to codes with regular
computations. It provides fast and precise estimationschwh
are not absolute maxima for any base address combination,
but which reflect realistic WCMP in practice. Thus it is
particularly valuable for soft RTS [5] and non-RTS designer
interested in knowing a probable WCMP of regular codes
when data addresses are unknown at compile time. According
to [3], the main reason why it sometimes fails to give a
valid WCMP prediction is because it does not consider base
addresses combinations that produce alignments with cespe
to the cache of references that follow the same access patter
Such alignments, called full alignments in [3], lead these
references to collide systematically in the same cache sets
which increases sharply the cache miss rate. They account
for a very small percentage of the possible base addresses
combinations, and they should be avoided using padding or
extra buffering.

This paper improves over [3] in five ways. First, it identifies
the source of the unsafeness of the predictions of [3] and
provides a general model for it in Section V-B4, thus enaplin
a totally safe WCMP prediction. In short, the underpreditsi
stemmed from not considering the worst-case overlappiag (i

ROGRAMS, with real_-time constraints_ are subject to ﬁ1apping to the same cache sets) between the data to be reused
schedulability analysis that requires tight and safe Cazi'nd the data that can interfere with those reuses. The pnoble

culations of the upper termination bound [1], which is tth the full alignments discussed in [3] is a specific instaote

worst-case execution time (WCET). The WCET guarantees

s more general and probable one, which we call worst-case

termination time for a given task to avoid blocking betweep, o janning. The second contribution is the identification
tasks. The calculation of the WCET is particularly d'ﬁ'cu%odular modeling of this difference in a separate modeling

in the presence of data caches [2] because its memory ng

E\'ge, which allows to provide two kinds of WCMP prediction:

formance component, the worst-case memory performaqﬁg absolute and the conditioned one. The absolute WCMP

(WCMP), is highly dependent on the exact sequence
memory addresses accessed by the program. This sequ

Fedicted is always safe, and it is tight with respect to the
t&al WCMP observed. Now, the potential absolute WCMP

may not be determinable at compile-time due to the presenge . e \ith references that follow the same access patter
of |rregullar access patterns and/or to the absence of t,hf bﬁﬁd caches with small associativity can be very high. The
addlres_s |n:0:1mat|onhofl§)nr:a or mcr)1re data structur;as. In &3k 4501 is that for some combinations of base addresses those
analysis of the cache behavior there are several reasons W&)érences could be aligned with respect to the cache (full

the base addresses of the data structures may not be ae/ailaaﬁ

’gnment), thus colliding systematically in the same each

such as program modules and libraries compiled separat@lyys The conditioned WCMP prediction of the model is a

stack variables, and dynamically allocated memory. Moeeov ¢ ¢

base addresses can vary between different executions of

e and tighter upper bound of the memory performance
n the user has taken steps to avoid full alignments.

same program, and the number of cache misses can be h'gﬂbé third and fourth contributions are the description df th

dependent of these base addresses.

modeling of worst-case reuses among different refereares,

As far as we know, [3] was the first analytical model g, o qeling of strided accesses. A last contribution is eemo

tackle the prediction of the WCMP in the presence of da

tensive validation than the one in [3] using more codes and

caches without requiring the base addresses of the data St%nsidering more alignments of the data structures; in fkt
tures. This model is based on the Probabilistic Miss Equatiothe alignments for most codes
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This paper is organized as follows. Section Il describes the
scope of application of the model presented in this paper. Se



tion 1l introduces the PME model. Sections IV and V describand references. To achieve this, the behavior of each refere
the two main tasks of the model, namely, the construction f studied in each loop that encloses it, beginning in the
formulas with worst-case reuse distances, and the estimati innermost one and proceeding outwards. In each loop the
the worst-case miss rate associated to a reuse distanpecteanodel builds a formula for each reference called Probaiailis
tively. Section VI shows the experimental results, SecWtn Miss Equation (PME). Definitions of new or frequently used
is devoted to the related work and Section VIII summarizéerms such as this one will be introduced throughout the pape

the conclusions. Definition 1ll.1. A Probabilistic Miss Equation Fg; is an

estimator of the number of misses that a static refereRce
generates during an execution of the loop at nesting lével
The inputs of the model are the cache configuration atitat enclosesr.

the source code to analyze. It supports any associativeecach.l_he estimator simply counts the number of accesses gen-
with a Least Recently Used (LRU) replacement policy. As

for codes, their loops can be nested in any arbitrary w erated by the reference during an isolated execution of the

and the references to memory can be found in any nesti{§0p' and multiplies each one of them by an estimation of

level. References must follow regular access patternseﬂafinr% probability it results in a miss. The accesses genetsted

. : ; a reference during the execution of a loop can be classified
by affine functions of the loop indexes. Also, the number e o .
. ) in, two groups: first-time and non first-time accesses to a line

of iterations of each loop, or at least an upper bound, must . . ) .
: . ; ._during the execution of the loop. Non-first accesses to a line

be known to perform the analysis. This number of iterations . o . .
Can result in cache hits if the lines brought to the cacheesinc

must be constant and the same in each execution of the Iot%o. immediately previous access to their line have not eiit

If this information cannot be inferred from the code evep) : .
after applying standard compiler techniques such as irgini rom the cache. Thus non-first accesses are potential sfates
reuses of a line in the cache. The probability these reuse

and constant propagation, it can be provided by the use : ; :
; o . attempts result in misses depend on the cache footprint of
for example through compiler directives, or obtained tigtou . ) ) .
the memory regions accessed during their reuse distance.

profiling. All the loops are normalized to have step 1 before
the analysis, and they are numbered according to theimgestDefinition IlIl.2. Thereuse distanceof a reuse attempt on
level, 0 being the outermost one. a line is the portion of code executed since the immediately
The only conditionals allowed inside the portions of codprevious access to that line.
analyzed in this paper are those that only guard acces
to registers or to the latest data item accessed before
branch, so that the data-dependent flow cannot modify t
cache behavior. These restrictions are common in the cempiDefinition 111.4. The cache footprint of a memory region is
time analytical models of the data cache behavior [8][9][10the distribution on the cache of the lines that comprise the
and they still allow the modeling of complete real worldnemory region.
benchmarks or at least their most time consuming routin?
i

Il. SCOPE OFAPPLICATION

@?ejinition l1.3. A memory region is the set of memory
Hgsitions accessed by a reference during a reuse distance.

: . . : efinition IIl.5. Themiss probability associated to a reuse
as seen in [4]. Inlining, either symbolic or actual, allowe stance is the probability that the cache footorint of t
the PME model in which ours is based to model inter-routine P y P

. e regions accessed during this distance have evicted from
cache effects in [4] and can be applied in the same way to . . . .
) hé cache the line whose potential reuse is being analyzed.
extensions proposed here.

Applications that exhibit irregular access patterns, sash This is the probability the reuse attempt results in a miss.
those arising from the usage of pointers, indirections oreano Therefore the number of misses generated by these non-
complex conditional statements, can be made analyzable fiost accesses within the loop is given by a summation with
the model by locking the cache before such patterns arigee term per reuse distance found. Each term is the product
and unlocking it after them. This technique is commonlgf the number of reuse attempts that have that reuse distance
used to enable cache predictability, particularly for dimgb by the corresponding miss probability. As for the first-time
a tight computation of the WCET [10]. Another populaaccesses, they need not be misses necessarily. An access tha
technique equally complementary of this model is softwaig the first one to a line during one execution of a loop cannot
cache partitioning [11], which divides the cache into digjo exploit a reuse distance within that loop, but it could have a
partitions, which are assigned to different concurrenkdas reuse distance associated to outer or preceding loopshisor t
This facilitates the model of multitasking environmeniace reason a PMBEy; is always written as a function of the reuse
the model can analyze the behavior of the program executeddistance RD that the first-time accessesah the loop could
each task independently considering only its cache pantiti exploit. This reuse distance is found when outer or pregedin

loops are analyzed, as we will see in the following sections.

IIl. THE PROBABILISTIC MISS EQUATIONS MODEL Altogether, the general form of a PME is
Contrary to other models, the Probabilistic Miss Equations Fr;(RD) = FirstTimeAccs MissP(RD)+
(PME) model [4] estimates separately the number of misses NRD (1)
generated by each static referengein the code. This is a ZNumACCS' - MissP(RD;)

very interesting property, as this allows to identify hobtp =1



TABLE |

where FirstTimeAccs is the number of first-time accesses of NOTATION USED.
R within loop ¢, MissP(RD) the miss probability for reuse
distanceRD, NRD is the number of different reuse distancesAY Area vector i
and NumAccs the number of accesses that can enjoy the rey séxj g assoc'a;‘;gogaﬂ(agsw ) e
distanceRD; within the loop. Reg, (groups, size, stride) region
The PME model [4] seeks to estimate the average numbekVregs AV associated to regioReg
of misses generated by a code during its execution. Thug ft?s Constant that multiplies a loop variable in
. I . . ; the index of dimensiory of referenceR
relies on probabilities and its estimations are also awsag Cache size
in general. In order to compute a safe upper limit of thecC,, Size of a cache way(; /k)
number of misses the model must be modified to (1) compuitga; Size of thej-th dimension of array
worst-case reuse distances, i.e., ensure the actual cistan | 7/ &Lén;ﬂz;',‘;e size of thg-th dimension of
a reuse will be shorter than or equal to the one used in thg,; Constant added in the index of dimensidn

7 of referenceR

estimation; and (2) compute worst-case miss rates instéad
PME for referenceR at nesting levek

o)
miss probabilities for each reuse distance. The first task i$Ri

. . . | Tter;(n A reuse distance ot iterations of the loop
accomplished during the construction of the PMEs, expthing ) at nesting level
in Section IV and Appendix A. Section V is devoted to the & Associativity of the cache
second task LR # of lines that an iteration point of refert
' enceR at level: + 1 accesses during the
IV. WORSTCASE PME CONSTRUCTION whole execution of the loop at level
' Ls Line size
As the preceding Section explains, the model builds a PMEY; # of fterations of loop at nesting level
Fr; for each reference? and loop at nesting level that | Regs(M) nemory regtl_on dlerlvedtfrom the access [o
. - . . . L consecutive elements
enCI_OseS it. The PMEs are bgllt beginning Wl_th the one f“chr(groups,size, stride) | Memory region derived from the access o
the innermost loop that contair® and proceeding outwards groups sets ofsize consecutive elementy
up to the outermost loop. The PME for each nesting level each, separated by a distandeide
captures all the reuse distances within that level. In paldi, |2 Number of cache sets.
X . K SRi Stride of referenceR with respect to the
the construction of'g; discovers the reuse distances that are loop at leveli
specifically associated to this loop. The PME is written ihZ Nesting Tevel of the innermost Toop that
terms of the PMEFy(;;1) for the immediately inner level, contains a reference

which carries the reuse distances within the inner loops.

Before building Fr;, the model verifies whetheR can ) )
exploit a reuse with respect to other references whose reddiere @ is the data structure referenced By and D,; is
distance is associated to this loop. The procedure is destrithe cumulative size of dimension of arraya. If a is an-
in Appendix A-A, including a brief description of the constr  dimensional array of sizé;; X daz X - - - X day, With row-major
tion of the worst-case PME to model reuse among differelfyout (as in the C language))a; = [[;,, da:. Notice
references. If there is no such reuse, the PFg is built thatSr: is non-negative because the absolute value gf is
taking into account the potential reuses Bf with respect usgd to compute it: This simplifies the treatment for nega?iv
to its own accesses. The procedure is described in detailSiHdes. Table | depicts these parameters and others thitewi
Section IV-A. OnceFr; has been built, the model verifies'éferenced during the explanation of the model. For siritplic
whether there are preceding loop nests at nesting levbkere 1N all the terms and formulas, sizes an_d str|.des are expresse
there are references from whighcould exploit reuse. If this is In €lements of the array whose access is being analyzed rathe

the caseFr; is modified to account for such reuses. The stef§3an in bytes.

to model t_he reuse among different loop nests are explainggfinition IV.2. Aniteration vector of n loops is a vector of
in Appendix A-B. n components where each component is a concrete value of

A. Worst-case PME without reuse from other references the control variable of each loop.

A key component required to derive this PMEg; is the Definition IV.3. Aniteration point of a referencer at level:
stride of reference? with respect to loop. is an iteration vector of the loopsand theZ — i loops nested

_ ) . inside it that enclose reference.
Definition IV.1. The stride of a reference with respect to a

loop is the distance between the positions accessed by thdhere areHjZ:i Nj iteration points at level. Each one of
reference in two consecutive iterations of the loop. them defines a different access Bfduring one execution of
the loop at nesting level R can access the same element in
different iteration points.

In any loopi that enclosesk, the reference has a stride
ri With respect to the loop duringy; iterations. In each one
of these iterationsk performs]_[jZ:iH N; accesses; one per
iteration point at level+ 1. Let Addr be the arbitrary memory
address thatR accesses in one of those iteration points in

the first iteration of loopi. In the subsequent iterations of

Let us recall that loops are normalized to have step
Consider loop hasN; iterations and its control variable 5.
Also, since affine functions ;! ; +dr; are used for indexing ¢
each dimensior in R, the reference has a constant stritig
with respect to any enclosing loapwhich is computed as

g, — 0 if | ; does not indexk @
B Jagj| - Daj if | ; indexes dimension of R



loop i that iteration point will access positionsddr + Sg;, for(j=0; j<4; j++) /I Level O
Addr + 2Sgi, ..., Addr + (N; — 1)Sg;. If L is the size of for(i=0; i<4; i++) // Level 1
a cache line in elements of the considered access, then in the a[jl[i] = b[i][j]
worst case, this iteration point accesses Fig. 1. Tranposition of a x 4 matrix
. SRi(Ni—l)—i—LS
Lo = min {Ni [ Ly () the otherN; — Lp; iterations. Thus in Ed. (4Fr(i+1)(RD)

. . . . . is multiplied by Lg; to account forLg; iterations in which
different lines during the execution of this loop. The attughare is no reuse in this nesting level, and which give place t

exact number depends on the alignment of the initial addr%scfveLRi times more first-time accesses. Regarding the other
Addr with a cache line. Expression_ 3) assumes that alwa)@i — Ly, iterations, the number of misses generatediby
Addr mod L = Ls — 1, that is, the first point is the last onej, each jteration ;. 1) (Tter; (1)) because each first-time

in a line. This is the situation that gives place to the actess,qess within loop-+1 reuses a line with a RD of one iteration
more different lines, and thus to fewer reuses within loolp ¢ loop i.

Lp; < Ny, then there aré/; — L iterations of loopi inwhich 1t ay pe also interesting to unfold Eq. (4) to see how the

the iteration point is accessing the same line it was acwgsspye captures all the reuses of the reference within loapd
in the previous iteration of this loop. It is necessarily #2ne .« onhes it contains:

line, since there is a constant strifg; between the addresses

. . . . . . . Z
accessed by the_ iteration point in consecutive iterations. Fri(RD) = HLRj - MissR(RD)+
These reasonings hold for every iteration pointoét level i

i+ 1. Thus there are two kinds of iterations of loofor every z /i1 z ®)
iteration point at levef + 1: Z (H N; - (N;j — Lg;) - H Lg;j .MissR(Iterj(l))>
« In Lp; iterations a new line is accessed, giving place = \1= I=j+1

to first-time accesses in this loop. T the potential reusethe first term relates to the iteration points at levehat
distance RD for such accesses is unknown in this nestiggnnot exploit reuse within loofor the loops it contains. They
Iev_el. Thl_s RD may be found in outer Ievel_s oreven do NQfe the product of. z;,i < j < Z, and their reuse distance is
exist, which would turn those accesses into compulsofy nown at this point, so their miss rate depends on the input
MmISses. o o _ reuse distance RD to this PME. The second term gathers the
e In _the otherN; —_LRZ- iterations every _|terat|on'p0|n_t CanotherHjZ:i N; — HjZ:i Lr; iteration points at level that can
enjoy a reuse distance of one iteration of lappvhich o, 5t reuse within that loop, multiplied by the miss ratett
we denote bylter;(1). corresponds to their reuse distance. As a result, the second
As a result, the worst-case PME fét at nesting level, term is a constant. So when in Eq. (4) the PN+ 1) iS

Fri(RD), can be written as evaluated with different reuse distances in the two terhis, t
Lp; - MissR(RD)+ does not affect the iteration points that captured theiseeu
(Ni — Lpgi) - MissR(Iter;(1)) ifi=2 distance inside loop + 1: in the end they are just multiplied
Fri(RD) = e _ z i : i
ri(RD) Lis - Frgess) (RD)+ by N;. Only the ]'[j_:iJrl Lrj iteration points who have not
(N; = L) - Frgipn (Iters (1)) if i < Z found their reuse distance inside loop- 1 are affected. The

here MissR vields th . iated outcome for them is that itV; — L, iterations they can enjoy
w ered_ 158 yIIgDSSt € _vvori}casel rmsshrate associated 10 20 \se distance of one iteration of logpwhile in the other
reuse distance RD. Section V explains how to compute it Lr; iterations their reuse distance is yet unknown.

Expression (4) is very intuitive in the innermost loop that
containsR (nesting leveli = Z). The N; — Lg; accesses that Example IV.1. Let us analyze the behavior of referene=
can enjoy a reuse distandeer;(1) generate at worsty; — b[i][j] in the matrix transposition of 4 x 4 matrix in Fig. 1. A
Lr;) - MissR(Iter;(1)) misses, while the reuse distance RIine size ofL; = 2 elements is assumed. If matrices are stored
is yet to be found for the othekr; accesses. The equatiorPy rows, the cumulative sizes of their dimensions Rgg =
models the worst case situation because (a) the RD for the1 = 4 and D,; = Dy = 1 array elements according to
Lr; first-time accesses to lines in the loop has a miss rdte computation oD, ; under Eq. (2).
necessarily larger than that Bfer;(1), and (b) the expression  First, the PME Fg, for the innermost loop is derived. The
uses the largest possible value ;, computed according loop variable ) indexes the first dimension of arrayin this
to Eq. (3). reference, the affine function for the indexing beingi + 0.

As for the validity of Eq. (4) for the outer loop levels ¢ Thus applying Eq. (2)Sr1 = |agri|- Dp1 = 1-4 = 4. If we
Z), let us remember thdtg;; 1) (RD) is the number of misses replace this valueL; = 2, and the number of iterations of
generated by? during the execution of the loop at leviek 1,  this loop N, = 4 in Eq. (3) we getlr; = 4. Finally, applying
that is, one iteration of loop. The estimator is a function of EQ. (4) for the casé = Z (because this is the innermost loop,
the reuse distance RD for the first-time accesses of anésbla = 1, that contains the reference), we get
execution of loopi 4+ 1. Following the reasonings developed . .
above, each itergltion point d? V\?ithin an execu?ion of IO(EJp Fra(RD) =4 - MissR(RD) +0 - MissR(Tter: (1))
i+ 1 accesses a new line ihg; iterations of loopi, while it This means that the reference accesses different linesein th
accesses again the line it accessed in the previous iteratio four iterations of this loop. Let us now derive the PNk, for



the outermost loop. This loop indexes the second dimension
of array b with the functionl - j + 0. This way, the stride of
the reference with respect to this loopS%o = |ar2| - Dp2 =
1-1 =1 according to Eq. (2). With this valué,; and Ny = 4
iterations, Eq. (3) yieldsLgro = 3. Eq. (4) for nesting level
1 < Z can then be written as

FR()(RD) =3 FRl (RD) +1- FRl(Iterg(l))

2)

that is, in the worst case, each iteration point Bfat level
1 access 3 different lines during the whole execution of the
outermost loop. When the equations are composed, the final
number of misses for refereneéi)[j] can be calculated as

Fro(RD) =12 - MissR(RD) + 4 - MissR(Iterg(1))

The equation indicates that 12 of the accesseég1fj] cannot
exploit reuses within the loop. Thus their reuse distance RD
depends on previous loop nests. The other 4 accesses try to
reuse the line accessed in the previous iteration of loop 0.
Thus their miss rate depends on the footprint on the cache o)
the data accessed during an iteratiéterg(1) W

V. ESTIMATION OF THE WORSFCASE MISS RATE FOR A
REUSE DISTANCE

The second modification the model needs to make safe
WCMP predictions is to ensure it provides an upper bound
of the miss rate associated to each reuse distance (RD). The
miss rate of a group of cache lines that can enjoy a RD is
the ratio of these lines that are evicted from the cache by
the data accessed during such RD. Let us recall that in [4],
miss probabilities were used instead of miss rates. Prbtiadi
are suitable to estimate the average performance but not the
WCMP. A key observation on which the PME model is based
is that in ak-way associative cache with LRU replacement
policy, a line is evicted during its RD if and only i or more
different lines are placed on its cache set during that RD.
Thus, the strategy followed by the model is to compute the
distribution of the number of lines placed per cache set by th

followed by each reference can be derived immediately
from this information.

When there are several references to the same data
structure, the regions they access often overlap. The
model tries to merge regions that overlap in order to
avoid considering the overlaps several times as source
of interference. Concretely, the model only merges the
regions accessed by uniformly generated references, that
is, references with the same stride for every loop that
encloses them, the only difference between them being
their initial offset. The algorithm is very simple and it
ensures the resulting region is a superset of the actual
region accessed, so that the safeness of the process is
ensured. It is not described here due to space reasons.
Notice that if regions that overlap are not merged, the
model overpredicts the interference generated in the
reuse distance. As a result, not merging regions that
overlap does not endanger safeness, it reduces tightness.
From the shape of each resulting memory region, an
associated access pattern is inferred. From now on we
will use indistinctively the terms memory region and
access pattern: the shape of a memory region defines
an access pattern, and an access pattern defines the
memory region comprised by the elements it accesses.
The PME model represents access patterns as functions
whose output is a mathematical representation of the
footprint of the access on the cache cal@da vector

Definition V.1. An area vectoris a mathematical rep-
resentation of the cache footprint of a memory region

This representation will be described in Section V-B.
Two patterns have been found in the codes considered
in [4] and in this paper: the sequential accesdicele-
ments, denoted aBeg, (M), and the access tgroups

sets ofsize consecutive elements each, separated by a
constant stridetride, Reg, (groups, size, stride).

accesses that take place during the RD. The associated misgys first step of the miss rate estimation process, destribe
rate is then estimated as the worst-case rate of lines t@ reys yetail in [6], needs no changes for the WCMP prediction.

that are mapped to a cache set in whicbr more interfering

lines have been placed during the RD. Our model follows thr%@(ample V.1. The final PME obtained in Example IV.1 re-

steps to calculate the worst-case miss rate associated b a Buires MissR(Iter(1))

, the worst-case miss rate associated

access pattern identification, cache impact estimatiorsa@@l 1, 5 reyse distance of one iteration of the outermost loop in

vectors union. They are discussed now in turn.

Fig. 1. The first step to compute it is to identify the access

patterns found in that reuse distance. During one iteration

A. Access pattern identification of loop j the referencea[j][i] performs 4 accesses in four
The access patterns followed by the references in a RDnsecutive memory positions. The reason is that matrices
are inferred from the indexing functions of these referencare stored by rows and during this reuse distance there are
and the shape of the loops that enclose them. This taskdigierations of the innermost loop, which indexes the colsimn
accomplished in three steps: of the matrix. This way, this accessReg,(4), the access to
1) For each reference, the number of points it accessks=4 consecutive elements. The innermost loop indexes the
during the RD in each dimension of the data structuféW index inb[i][j], which gives place to a strid€r, = 4
it refers to, and the stride between each two consecutRethis reference with respect to the iterations of this loap
accesses is computed. The restriction to affine indexifigk@mple IV.1 explains. Thusi][j] accesses 4 groups (one
functions in the references considered by the mode@r iteration) of a single element eachife = 1) with a
simplifies this task. This uniquely identifies the memorytride = Sr1 = 4 between each two consecutive groups. This
region accessed by each reference. The access pattéd, the resulting access patternReg, (4,1,4) H



B. Cache impact quantification 1) Ensuring safeness moving from probabilities to rates:
At this point, a discussion on why the model predicts safe

The PME model in [4] analyzes the accesses performe@unds may be in order. This discussion is also useful to
during a reuse distance to estimate the probability thegteveXxplain which are the changes this part of the model in [4]
from the cache the lines whose reuse is being studied. THguires and why. The PME model uses the ratios in the AVs as
happens when these accesses placer more lines in the probabilities of interference with each line to be reusehisT
cache sets of the lines to reusgeheing the associativity of the approach is straightforward in the case of Self-Avs, sirfce i
cache. To compute this probability, the cache footprintaufre P% of the lines to reuse fuffill a given property, then there is
access pattern is characterized by a vettaf &+ 1 elements @ P% probability a given line of this set fuffills this property.
calledarea vector(AV). Each component of an AV is a ratio Regarding Cross-AVs, the model uses the ratialothe sets
or probability of interference, that is, it is the probatyila line in the cache that receivk lines from that access pattern as
to be reused conflicts in its cache set with a given number pfobability of interference with” lines of that access pattern.
lines from the access pattern that the AV characterizess THi would be more accurate to use the ratio of the lines to
second step of the miss probability estimation processirubtareuse that experience that competition. Unfortunatelycesi
the AV associated to each access pattern found in the retf¥@ base addresses of the data structures are not an input

distance. The model considers two kinds of area vectors: to the model, the relative position in the cache of the lines
accessed in different data structures is unknown. As atresul

« A Cross interference area vectors (Cross-AVsk an AV it is impossible to match the mappings of lines from differen
that represents the impact on the cache of the considegrfla structures to sets, and a probabilistic approach has to
access pattern as viewed by lines not involved in it. Ige followed. Thus, ifX of the S cache sets receiv¥ lines
these vectors, the first componeVy, is the ratio of cache during a reuse distance, the PME model estimates that there i
sets where no additional lines are needed to fill the SetprobabilityX /S a line to reuse has to compete withlines.
That s, it is the ratio of sets where the access pattern hasw, this probability corresponds to a rate that is computed
placedk or more lines that compete with the attemptfoliowing a deterministic process and which is defined on a
of reuse.V; is the ratio of sets which will be filled if finite number of sets. As a result, if theS sets of the cache
just one additional line is placed in the set, i.e., the sefge taken into account in the analysis, which the model does,
that have received — 1 lines. The enumeration wouldit is certain thatS - (X/S) = X sets will be found that fulfill
finish with V;, the ratio of cache sets in which the accesgie property, there being no possible deviation from thigeia
pattern placed no lines that compete with the potential similar reasoning can be done for self-interference AVs.
reuse. The mapping of access patterns to AVs of the original PME

« A Selfinterference area vectors (Self-AvVsjs an AV that  model is not valid for a safe WCMP prediction because it
represents the impact of the footprint on the probabilityrovides average, not worst-case, values for the AVs. The
of reuse for the lines it involves. In these vectors,is reason is that the access pattern representation of thiglmod
the ratio of lines of the footprint that compete in theigioes not inform on the relative offset in a line of the element
cache set with othelr or more lines of the footprint. For where the access pattern begins, and the AV can vary with
i >0, V; is the ratio of lines of the footprint that sharerhis offset. Let us consider for example the access to two
their cache set with other — i lines of the access. consecutive elements: they might be in the same line or in

. . _two different lines, depending on the relative offset in rzeli
Example V.2. Let us consider a 2-way associative cache wit f the first one. The PME model in [4] provides AVs that are

4 sets and a reference that has accessed 7 consecutive I'%(?lsaverage of the ones an access pattern would generate with

As a result, three of the four sets contain two of the “neaﬁl the line offsets that the first element accessed may have.

referenced, while the other set contains just one line. Tlfg-;;)r the WCMP prediction, only the worst one of these AVs
Cross-AV for this access {8/4,1/4,0), as 3 out of the 4 sets will be considered. '
have_ recelve_d two or more lines from the_ access, iny one Sehhother important observation is that in the original PME
rec_elved a single line, and no sets received zero Imes'eTh?ﬁodel, the ratios of the AVs of the interfering regions were
ratios are conversely the probapll|t|e§ a randomly chosen Sused as average probabilities of interference with theslioe
has two or more, one, or zero lines in it, respectively. be reused. That is, not only they were used as probabilities
The Self-AV for this access {8,6/7,1/7). The first com- 3 randomly chosen set receives a numbeof lines, as we
ponent is zero, as none of the lines involved in the accasgve just said: they were also used as probabilities a libeto
has to compete for its cache set with other two or more lingsused has to compete in its set with thdsénes. The reason
from the footprint. The second component is the ratio ofslingor this is the lack of information on the addresses of thedat
of the footprint that share their cache set with exactly ongructures. The model cannot know the relative mappingef th
line (6 out of 7). Finally, according to the third componentjines whose reuse is analyzing with respect to the lines that
only one of the seven lines of the footprint does not shageme from other access patterns. Thus, it takes a probabilis
its set with any other line of the footprint. These ratios argpproach estimating that )X out of S sets received” lines
conversely the probabilities a randomly chosen line of thgom that access pattern Reg, then, a line whose reuse ig bein
footprint has to compete in its set with two or more, onggydied has to compete witti lines from pattern Reg in its
or no lines, respectively M set with probabilityX/S.



In this paper, and this is a novelty also with respect to [3Reg, (groups, size, stride). Again, the actual AV for the
this probabilistic approach is dropped in favor of a worstccess depends on the relative mapping in a line of its first
case deterministic one. Now the worst-case overlapping afcess. Let us calculateVy, 0 < ¢ < L, the AV if the first
the lines to be reused and the interfering lines is computedement has relative offset in a line. In the first step, the
This is the mapping that places the largest possible numliparsitions B; and E; corresponding to the beginning and the
of lines to reuse in the sets that receive the largest nunfberemd of each region ofize consecutive elements in a cache
lines from the considered interfering access pattern. Ttien way are calculated:
ratio of lines of the reuse region that have to compete with By =g
a given numb_er qf interfering lines in their set in _tr_ns worst Bi = (Bi_1 + stride) mod Cug, 0 < i < groups )
case overlapping is used as component of the modified AV. So, Ei = (B; + size — 1) mod Cuy, 0 < i < groups
for example, component 0 of the modified AV is the ratio of ! ! sko U= 1= group
lines to be reused that are mapped, in the very worst caseWgereCs is the cache sizek the degree of associativity, and
sets that receivedl or more lines from the interfering access’sk = Cs/k is the size of a cache way. In two vectors BV and
pattern considered. Since the components of the modified AZY of size Cy, initialized to zero, we add one unit for each
are actually (maximal) rates of elements that fulfill a giveRosition associated with B; or an E;, respectively. They are
property out of a finite set (the lines whose reuse is beifigen analyzed calculating the number of lines of the access
analyzed) and all the lines are used in the study, the outcoafresponding to each group @f consecutive positions in
is safe. these vectors, which correspond to a line of a cache set. For

Altogether, the algorithms applied in this process remoy8is, we know that the elements in positions; to (s+1)Ls—1
any uncertainty in the safeness of the prediction. As wa a cache way are associated to thié cache set. The number
have just discussed, every probabilistic approach foltbime Of lines mapped to set is calculated as
the original PME model has been replaced by an algorithm _ (s41)Lo—1
that yields safe worst-case rates. This is also backed by thej, s, — rwe — 1J groups + Z BV (i) + La(sLs)
exhaustive evaluation in Section VI. Cix i=sL.

The modifications to the original model in [4] for the (8)
calculation of the cache impact quantification step are nowmhere the first term corresponds to th@ize —1)/Cq] lines
explained in turn. The algorithms to compute the worst-caieat fall in every cache set for sure from all theoups regions
AV for the sequential and the strided accesses are desdnibed size > Cyy; the second term adds one line for each one of
Sections V-B2 and V-B3, respectively. Section V-B4 is dedot the BV(i) regions that start in thd.s positions of the set;
to the algorithm to derive the worst-case overlapping betweand L (sLs) are the lines, that come from regions that start
the lines involved in a reuse and the sets affected by eduwtfore the first position in the cache way associated with thi
access pattern. The tightly related issue of referencesém set (sLs), whose end has not been reached. Its value can be
be aligned with respect to the cache, giving place to sysiemacomputed as
conflicts among them, is treated in Section V-B5. Cap—1 .

2) Worst-case cache impact estimation for the sequentiaIrG((_)) - Zj:_kcsk%size*l) mod Csk BV(],) )
access:Section V-A explained that one of the access pattern§G(Z) =La(i -1 +BV(@I-1)-EV(i—1), 0<i< Osk
found in regular codes is the access b consecutive ele- . . . ©)

. OncelLines; is computed for thes' sets in the cache, the area
mentsReg,(M). Its worst-case AV is the one that correspond\%cmr for this offsey is given by
to the placement of thes®/ consecutive elements that brings
more lines to the cache. This happens, as in the case dfghe AVgo (groups, size, stride) = ##{Lines;,0 < s < S/Liness > k}/S
value calculated using Equation 3 introduced in SectiolJV- Vri(groups, size, stride) = f’)&{f;ﬂf;‘g’o < s < S/Liness =k —i}/5,
when the first element of the access pattern is the last elemen N (10)
of a line. In this situation] + [(M —1)/L] lines are brought where # is the cardinality of a set. Thus, as the definition
to the cache. Since a set can hold a maximunkdines of AV implies, component 0 isAVY ) the ratio of sets that
(the associativity), if there aré sets, the average numbereceivek or more lines, and any other componeAV(,) is
of lines placed in each set for this worst-case alignment ithe ratio of lines that receive — i lines.

[ = min { k, % . Based on it, the worst-case area There remains the issue of choosing the€?, 0 < ¢ < Ly

vector AV, (M) for this access pattern can be computed asthat will give place to the worst case cache behavior. The
answer is that, contrary to the situation of the sequential

AV 1y (M) =1— (1= [1]) access, where it is clear that the worst mapping is the one
AV, (M) =1-[1] (6) in which more consecutive lines are accessed, for the stride
AVi, (M) =0, 0<i<k—[l]-Lk-[l]<i<k access pattern no a priori approach can be taken. If this were

3) Worst-case cache impact estimation for the strigdlje only access pattern found in a reuse distance, the AV with
access: The second access pattern identified in Se1€ largest component O would be the worst one. When more
tion V-A was the access tgroups sets of size consecu- patterns appear, which is the usual case, AVs with a smaller

tive elements each, separated by a constant stidéde component O can give place to final higher miss ratios because
they may help fill more sets not completely filled by other

Imax was wrongfully used instead of min in Eq. (14) in [4] access patterns when the AVs from all the access patterns are



function worstAV (simp,], AVgeorippq)) |

‘ CACHE H;RV?_?I’_‘A%E;APEQ\T/_ inter fSets; flAVch/i *S,0<i<k
REUSED REGION ON CACHE (Reg) I TO Reg lines = Z:—o sim;.nsets * sim;.nlines
THREE POSSIBLE MAPPINGS OF "™MAPPING 11 [ 7772 7772 0, 1) i=j=0
THE INTERFERENCE REGION @ MAPPING 2 1 7777 7ZZZZ 1 (0.5, 0.5) while (i <k and j <n) {
(Reg’) ON THE CACHE {MAPPING 3z vz 111 (1,0) tnp = min(interfSets;, sim;.nsets)
AVchcg{ = AVcheg/_ + (tmp * simj.nlines)/lines
K2 k2

interfSetéi = interfSets; — tmp
simj.nsets = simj.nsets — tmp

Fig. 2. Miss rate depending on the relative positions of #hesed and the

interfering memory regions if simj.nsets =0 then j =j+ 1
if interfSets; =0 then i =7+ 1
}
merged (see Section V-C). Thus tlie area vectors\V{ are AVwepeg =1 Zi:ol AVwepey
passed and tried in the next stages, and the one that givess pla return AVwep,gs

to the highest miss rate is chosen in the end. This also isplie )

that if n patterns of this kind appear in a reuse distariég)” Fig- 3. Calculation of worst-case A
merges corresponding to all the combinations of offsetsstmu

be tried. Fortunately the area vector union algorithm presk

in Section V-C is extremely fast, as all the_other ones of thifiapped to thedVg.,, - S sets that receivé or more lines
model, so the actual performance penalty is negligible. from Reg’ , where AV, is the AV for Reg’ and S is the

4) Worst-case overlapping between reuse and interferimyimber of sets in the cache. Component M&fwcg., , the
regions: The cache impact quantification stage provides &V for Reg’ considering this worst-case alignment, will be
AV for each interfering memory regioleg’ found in a then the ratio of lines oReg mapped to these full sets and
reuse distance. Its components are ratios of cache sets thaich thus have to compete withor more lines fronReg’ .
receive a given numbel of lines from this region. The Once those full sets are exhausted, then the largest pessibl
original PME model uses directly these ratios as the ratiasmber of lines fronReg are mapped to thelVg.y - S sets
of lines of the region whose reuse we are studying, whic¢hat receivek —1 lines fromReg’ , and their ratio on the total
we will call reuse regiorReg in what follows, that compete number of lines oReg will be AVwcepeg, and so on. As we
in their cache set witht” lines from Reg’ . This is a fair see this algorithm requiredVz., as well as the distribution
average estimation, as the relative placement in the catheoblines of Reg per set in order to match them with the lines
the lines from different memory regions is unknown to thfom Reg’ . Unfortunately AVg., does not suffice for this
model. Nevertheless, the actual ratios of interferencevdxt because its component 0 does not provide the exact number
Reg andReg’ can be much higher depending on the actuaf lines per set, just that there akeor more lines, which is
placement, and corresponding overlapping, of both seta@$| not enough to estimate the ratios. If for example in Fig. 2
on the cache. region Reg had occupied three sets with a single line each,

its AV would have beer(0.75,0.25), and since two of them

Examp!e V.3. Figure 2 repres_ents the mapping on a ONGould have collided in the worst case wieg’' , AVwcgey
way (direct mapped) cache with four cache sets of a reusRuld have beerf0.66, 0.33). Now, if Reg had mapped two

region Reg a”‘?' three pogsible mappings of an interferenCﬁzneS to set 0, another two to set 1 and another line to se$ 2, it
regionReg’ . SinceReg’ fills two of the four cache sets andAV would have also beer0.75,0.25), but since 4 out of its

leaves empty the other two, its AV is (0.5, 0.5). This Sug9egtiines could collide witlReg’ in the worst casedV wepe,
an average 50% probability of conflict. However, the actu ould have beef0.8, 0.2). Thus the calculation aflVwep gl
interference with the lines oReg depends on the relative requires a simulation of the distribution of the lines Réqg
mapping of both sets of lines in the cache and is represen the cache whose output is a vector of paiis.. Each

by the AV P'aced on the right s_ide of eaph ma_lpping in trbqementsimi of this vector has two componenésm;.nsets
figure. In this AV, component 0 is the ratio of linesRég sim;.nlines, such thatsets cache sets receivedines

_that coIIid_e With. Reg’ for this mapping, anq component Lcache lines from regioReg. The elements of the vector are
is the ratio of lines that do not collide. This way, the f'rsléorted in decreasing order efm;.nlines

mapping does not interfere with the reuseRefg, the second ) .
The algorithmwor st AV in Fig. 3 calculatesAV wcgey

mapping only interferes with the reuse of one of its linegl an )
pping on'y m vector sim and AVg., following the procedure ex-

the third one avoids both reuses, which leads to 0, 50 alflrd)_ . . , J
100% miss rate, respectivel plained. In this function, array indexing is 0O-based and the

input vectors are subindexed with their size. This wayis
As we see in the previous example, the AVs must kbe size of vectosim while k£ stands for the associativity of
modified to provide worst-case conflict rates. These aregatithe cachek + 1 being the size of the input AV. The algorithm
of lines of the reuse regioiReg that collide in their set matches the cache sets that receive the maximum number of
with a given number of lines fronReg’ , for the worst-case lines of the reuse region, agm is processed rightwards,
overlapping of both regions in the cache. This overlappgg with the cache sets that receive the maximum number of
the one in which the largest possible number of lines frotimes from the interference region, dd/x., is also processed
regionReg compete with the largest possible number of linesghtwards. Each component of the resulting AW wcgegy,
from Reg’ in their cache set. That is, it is the situation irrepresents the ratio of lines Beg that are mapped to a cache
which the largest possible number of lines frdReg are set that receives a certain number of lines from redien’ .
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Regzer o andRegzer o’ are the regions accessed Byand

I : for(j=0; j <2; j++) . . 3
e e :°°plh‘:5 L Tforh=o;h < 2,h++) | R’ during the whole execution of looper o, respectively.
+ 00| i=0" i i . . . .
_ P! fori=0: 1 < 2+ 94] This expression is based on the fdct AViegzero, is the
Interference region (Regf loopj [T ] arr[22_J+|] . . . g k .
associated to ar2fi]  \Joop h T A .. ratio of cache sets that receive lines from regRagzer o in

the loop. Now, in the loop where the reuse is being studied,
Fig. 4. Mapping of the reuse and the interference region fierént nesting the minimum portiqn of the cache affected by the accesses to
levels eitherReg orReg’ isr = max{1—AVgeg,, 1—AVg.y }. We
are interested in the minimum portion of the cache which is
affected by any of the regions because when they overlagin th
a) Tightening the worst-case AV calculatiofihe output worst possible way, their footprints have the largest fmesi
of thewor st AV algorithm is a safe upper bound of the internumber of cache sets in common. Thus the ratio of cache
ference AV, but its tightness can be improved. The algorithgets that receive lines from at least of the two footprints is
overlaps in the worst possible way the footprint of the reusginimized. The relation betweerandr...., gives the freedom
regionReg with that of the interfering regioReg’ . Butit can of movement of the regions we are considering in loagside
be very difficult, or even impossible thReg’ always overlaps the minimum area of the cache on which they can be spread
in the worst possible way witReg in every occurrence of the due to the iterations in loaper 0. The appropriate way to take
reuse distance considered. this fact into account is to reduce proportionally B¥r.c,.

Example V.4. Figure 4 shows a@, — 8, L, = 1, k = 1) all the elements oAV, except thek-th component. Thus

cache, and a code in which we study the reuse of regen Zg‘ptnes.s '? 'mdpr%\ile‘g by u3|;]1.gha.s mp:JtvtT)rt's(; AVin Fig. 3
associated to referenc® = arr[2 * j + i] in a looph, nested “'"Reg NSI€AA OLAVRey, WHICN IS CalCulated as

inside an outer loopj. In a single iteration of loom, two AV}yorr = AVeg - 1/Ter0 0<i <k
consecutive lines oReg and another two consecutive lines AV, =1 ka—l AViey -1/ (11)
of the regionReg’ associated to referenc&’ = arr2[i] Reg;, — i=0 27 Reg; zere

are accessed. Thus the AV for both of them{(5,0.75).  5) Treatment of full alignmentsThe method presented in
Following the algorithmwor st AV in Fig. 3, the worst-case the previous section estimates safely and tightly the masim
alignment for their accesses would be the one that puts thesgrlapping between the reuse and the interference region.
lines in the same sets. This yield$ wcgey = (1,0) , since  However, its predictions can be very far from the average
with this alignment the lines frorReg are always replaced gverlapping observed in codes with references whose a&sess

by a line fromReg’ before their reuse. Nowsrr[2+ j + i] may collide systematically in the same cache sets, a Sitati
accesses a different pair of cache sets in each one of the g call full alignment.

iterations of loopj, while arr2[i] accesses the same pair

of cache sets. Thus, if there is full interference during orfeefinition V.2. Two reference® andR' are potentially fully
of the iterations of loopj, then there can be no interferencedlignedwhenSg; mod Cuc = Sgri mod Cu, V0 <i < Z,
during the other one. As a result, the maximum interferen¥dere Sg; is the stride of referencé& with respect to loop
rate between both regions across all the executions of tyeslo as defined for Eq. (4)Cs« = Ci/k and Z is the innermost
in this example is actually 508 loop containing both references.

Our example points out that if the reuse regReg changes ~ The full alignment actually takes place when the addresses
its relative position in the cache in different iteratiofoater accessed by the references are aligned with respect to the
loops, it may be impossible that the worst-case overlappifgche, i.e., mapped to the same cache sets. Fully aligned
takes place in all the iterations of those loops. An analsgotgferences collide cyclically in the same cache sets. In the
example could be done based on the interfering region, ifvitorst case they will be mapped to the same cache set in every
were the one to change its position with the iterations oéputiteration, in the best case in one out bf iterations. The
loops. Thus tightness can be improved taking into account teorresponding accesses will result in misses when the numbe
freedom of placement oReg and Reg’ due to the change Of lines involved per set is larger than the associativity.
of their relative position in the cache in different itecats of a) Disabling the modeling of full alignment§he mod-
outer loops. When both references have the same stride witar nature of our model allows to disable selectively the
respect to the cache in a given logpthe relative position of modeling of full alignments when desired. This is achieved
their footprints does not change across the iterations aff thby disabling the worst-case overlapping adjustments destr
loop. This happens whefir; mod Cy = Sr; mod Cy, in the preceding section only for the potentially fully alip
Sri being the stride of the referende associated to region references in the innermost loop containing them. The user
Reg with respect to loop: as defined in Eq. (2), andmay wish to do this for two reasons. One is that s/he may
Cs = Cy/k the size of a cache way. Thus, the outermostave applied techniques such as padding or buffering talavoi
loop where this condition does not hold, which we call loothe full alignments. In this situation the prediction wilills
zer 0, is the one that gives us the largest freedom of relatilee safe, but it will be much tighter. The other reason is to
placement of the regions. In this loop, the minimum portiébn @et an unsafe, but much more probable and tighter WCMP
the cache affected by the footprint of eithRror R’ accesses prediction, as the percentage of base address combinations
iS T2ero = max{l — AVRegzerop, 1 — AVRegzem;c}, where that lead to full alignments is fortunately very small. This
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. . TABLE Il
would be very interesting for non-RTS and soft RTS [5]. AlSO, cyaracTERISTICS OF THE CACHES USED IN THE EXPERIMENTE: IS

the probability there are full alignments in this secondecasHe cACHE SIZE Ls IS THE LINE SIZE, k IS THE ASSOCIATIVITY, AND HIT

can be quantified statistically. For example, in the benckma AND MISS ARE THE HIT AND MISS TIME IN CYCLES

used in Section VI full alignments can only appear between

references that follow a sequential access pattern, the mos [ System | C [ Ls [k [Hit ] Miss |

widely used access pattern. When two references follow this MicroSPARC Il-ep | 8KB | 16B | 1 | 1 | 10
it th llid t ticallv in th h h PowerPC 604e 16KB | 32B | 4 1 38

pattern they can collide systematically in the cache when MBS RA000 TerE 168 T 1120

the starting address for their accesses is within a distahce IDT79RC64574 32KB | 32B | 2 | 1 16

L — 1 positions in a cache way in one direction by — 2
in the other, wherel, is the line size. This total@L, — 2
conflicting positions out of th&, = Cs/k in a cache way. structures. The outcome of that situation is that the events
If a loop presents: sequential references, the probability fulthat a set receiveX lines from a data structure, and that it
alignments take place is equal to the probability that moa@t receivesy” lines from another one, are independent. Since [4]
k of them are aligned with respect to the cachek as fewer tries to estimate average miss rates, the union of the AVs it
would fit in the set. This probability |%% - P(x > k), performs does not consider the worst-case combinatioriseof t
wherez is the number of references aligned, which belongsput AVs, but an average one that generates a probablelgloba
to a binomial ofn. elements with probability?%. AV. That method is thus inadequate to compute the worst-case
joint effect of the AVs computed, which is the one that gives
place to the largest possible miss rate. This miss rate is the
component 0 of the global AV built.

Only if &£ or more interfering lines are mapped to the cache |n the computation of the WCMP, the algorithm in [4] is
set of a line whose reuse is being analyzed during its reugplaced with a deterministic algorithm calle®xUni onAV
distance, will the reuse attempt of the line fail. Despitss,th which was introduced and explained in detail in [3]. This
area vectors (AV) keep ratios of interference with less thaflgorithm combines the ratios of interference of the AVsrfou
k lines. We must remember that each AV built at this poin the reuse distance in the worst possible way. This way is
of the modeling only represents the cache footprint of onge one that gives place to the largest possible component 0
of the memory regions found within a reuse distance. Lingsr the global resulting AV, which is the worst-case missrat
from different memory regions, thus represented in difierefor the reuse distance, as we have just explained. The sletail

AVs, can be mapped to the same set. Their combination cgnthis algorithm are not included in this paper due to space
then yield thek or more lines that preclude reuses in that saimitations.

This last stage of the worst-case miss rate estimation psoce
combines the AVs from all the individual memory regions
found in the reuse distance into a global one that represents
their joint impact on the cache. We have validated our model using trace-driven simulations
Example V5. Let us consider a 2-wav cache and a reusThe model, which is integrated in a compiler framework and
; pie Vio. L : : y ) Srovides its predictions always in less than one second, was
distance in which two interfering memory regioriRe§ and . . )
applied automatically to ten codes: the average, sum and

Z?/g ) afpe(? rO ;- %85)A\{rshi20;122tn2 rtfgto rl1ns tﬁ?‘\l/\fgrgst;asediﬁerence of the values stored in two arrays (ST); a 1D stenc
Reg” = (0,0. L . . calculation (STENCIL); the sum of all the values in a matrix
.each.reg|0n can mterfere.Wlth hglf of_the Ilngs V\{hosle.reu?taNT)_ a matrix transposition (TRANS); the calculation of
is being ana_lyzed by putting a single interfering line Inlthethe first N fibonacci numbers (FIBONACCI) and five codes
cache set. Smce_ the cache has_ two ways pemg,or_Reg ._from the DSPStone benchmark suite [13]: convolution, fis,Im
alone cannot evict any of the lines to reuse. Now, if the “nerr?atrixl and nreal updates. Pointer-based memory accesses
from both regions are always mapped to the same cache setg pr S .

. U - Were replaced with equivalent array accesses and functions
then they can place two interfering lines per set, gene‘ﬁt'r\]/vere inlined. These codes have been gathered from similar
misses in the reuse attempts in those sets. Since each region < the.bibliography (3], [14], [10], [15]

can, in the worst case, place one line in the sets of half o . L
) S The experiments were performed for each code considering
the reuse attempts, their worst-case combination can place . . ) .
. . . . data size of 500 elements per dimension. The complexity of
two interfering lines in those sets. The AV that represents " i1 code. and thus its simulation time. is D(s0 a
this worst-case joint effect is (0.5, 0, 0.5), since half hod t ' '

. : ; smaller number of elements per dimension (200) was used in
reuse attempts miss (first component), while the other h . : )
. g is case. Each code was tested using the cache configsration
experience no interference at alll

present in a MicroSPARC ll-ep [16], a PowerPC 604e [17],
The union of the AVs of the memory regions found in the MIPS R4000 [18] and a IDT79RC64574 [19], which have

reuse distance is done in the original model [4] using thiesat been used in [3] and [10] too. Table Il summarizes the main

of cache sets of the AVs as probabilities of independenttsvercharacteristics of these caches, including the cache hit an

The approach is adequate, since the ignorance of the basss times.

address of the data structures makes it impossible to knowl'he main contribution of this model is the estimation of a

the relative mappings to sets of lines accessed in differdrase address-independent WCMP. Thus its validation isdbase

C. Worst-case area vectors union

V1. EXPERIMENTAL RESULTS
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TABLE Il

MP, Awcmpoy, AND A FOR FOUR DIFFERENT CACHE CONFIGURATIONS

WMDP%
MicroSPARC ll-ep PowerPC 604e MIPS R4000 IDT79RC64574
Code MP  AwcMmr%Awiiby MP  AwcMmr%Awiiby MP  AwcMmr%Awiiby MP  Awcnmr%Awiiby
ST. 8256 0.00 202.80] 14155 0.00 571.14 27159 0.00 268.19 7225 0.00 453.58
STENCIL 4286 0.00 183.11 6699 0.00 0.55| 11867 0.00 286.90 3905 0.38 0.77
CNT 812500 0.96 0.96] 1406250 1.97 1.97, 2687500 0.99 0.99 718750 1.57 1.57
TRANS 2045300 0.12 0.57| 6151565 17.64 17.74 6292982 0.03 0.91 1762070 17.37 17.83
FIBONACCI 1625 0.55 0.55 2794 2.65 2.65 5375 0.73 0.73 1430 2.10 2.10
convolution 3276 0.00 205.19 5689 0.00 0.81 10836 0.00 269.11 2901 0.51 1.16
fir 4276 0.00 183.52 6689 0.00 0.69| 11836 0.00 287.56 3901 0.38 0.87
Ims 8244 0.00 203.22| 14386 0.76 1.74 27280 0.00 266.56 7318 0.00 446.54
matrix1 44290990 2.11 4.07 61416512 2.42 2.42 107316817 2.83 7.03 39195460 2.69 5.64
n_real updates 6618 0.00 202.20 11365 4.53 5.17| 22045 0.00 262.88 5799 0.00 451.77
TABLE IV

MP, Awcmpw, A AND As(A+) FOR FOUR DIFFERENT CACHE CONFIGURATIONS WHEN EXCLUDING FULALIGNMENTS.

WMP %

- MicroSPARC ll-ep . PowerPC 604e
Code MP  Awcmp%n  Awwipy As(Ar) MP  Awcmps  Awipa As(At)
ST« 8125 0.98 255 1.93(2.91) 14155 1.49 6.80 0.0(0.0
STENCIL 4268 0.21 0.42 0.29(0.29) 6691 0.00 0.66 0.0(0.0
convolution 3262 0.55 0.72 0.29(0.29) 5680 0.00 0.98 0.0(0.0
fir 4264 0.42 0.51 0.29(0.29) 6691 0.00 0.66 0.0(0.0
Ims 8190 0.74 0.99 0.48(0.87) 14432 0.76 1.41 0.0(0.0
n_real updates 6500 2.08 2.08 1.16(1.75) 11324 4.53 5.55 0.0(0.0
. MIPS R4000 . IDT79RC64574
Code MP  Awcmp%n  Awwipy As(At) MP  Awcmps  Awipa As(At)
ST« 26875 0.14 2.03 0.97(1.46) 7225 1.63 3.74 0.003(0.01]
STENCIL 11828 0.00 0.33 0.19(0.14) 3905 0.38 0.77 0.0(0.0
convolution || 10804 0.36 0.58 0.14(0.14) 2900 0.51 1.19 0.0(0.0
fir || 11812 0.33 0.46 0.14(0.14) 3908 0.38 0.69 0.0(0.0
Ims 27148 0.29 0.58 0.24(0.43) 7225 1.64 2.70 0.0(0.0
n_real updates 21500 1.63 1.63 0.58(0.87) 5780 3.37 3.37  0.0015(0.004)

in simulating each code in each cache configuration using #ie studied cache, extracted from Table Ny cypy, IS the
the possible combinations of relative positions with respe difference between the WCMP predicted by the model and
the cache of its data structures. Our simulation envirorimehe actual WCMP observed along the simulations, expressed
facilitates this, as it allows to specify the base addresfése as a percentage of this latter value. The non-negativithef t
data structures and it is highly optimized. The variationthe Awcnpy column shows the safeness of the prediction, while
cache behavior in the simulations are due exclusively to tite small value shows its tightness for most cod®§, 5o, iS
changes in the base addresses of the data structures, lsincé¢he difference between the WCMP predicted by the model
data-dependent conditionals modeled cannot modify theeca@nd the average memory performance observed along the
behavior, as Section Il explains. The number of combinatiosimulationsMP, expressed as a percentage of this latter value.
of relative cache offsets of the data structures in a codeTke large value ofA 5., for ST, STENCIL, convolution,
very large (for example, in a direct mapped cache of 16 K&y, Ims and nreal updates indicates that for these codes the
each vector of elements for 4 bytes can present 16 KB/4=40868-MP predicted (and also the actual WCMP measured, which
different offsets) and it grows exponentially with the nuenb is very near according td\y,cpy) is far from the average
of data structures. Thus two kinds of validations have be&alue observed in the simulations. Sometimes it is up to 7
performed. For the codes with up to three data structalés, times larger. The reason for this large difference betwéen t
the relative address combinations were simulated systematerage and the worst-case memory performance for these
cally. For ST and nreal updates, the only codes with morecodes, is the existence of full alignments of more thafthe
data structures, simulations using random offset comioingt associativity of the cache) references, which causesragsie
were run for 3200 hourse{4 and 1/2 months) in a 1.6 GHzcache misses. In the TRANS code the predictions of the
Itanium Montvale processor. For this reason these two cod8CMP are not very tight in two of the caches. The reason is
appear in the validation tables with an asterisk. that the overlapping adjustments described in Section V-B4
Table Ill contains for each code and cache configuration, thensider worst-case overlappings that do not actually take
average memory performance observed along the simulatigace for the data sizes and cache configurations used in our
expressed in cyclesyIP. The memory performance in eachexperiments.
simulation is calculated a& M - mt + (ACCS — NM) - ht,
NM being the numer of missesACCS the number of
accesses, andt and mt the hit time and miss time of
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L . . _ TABLEV
A. Impact of disabling full-alignments modeling BCMP, WCMPAND MP oF THE TRANSAND THE MATRIX 1

A WCMP prediction closer to the average behavior f0§ENCHMARKS FOR20 X 20 MATRICES IN THE MICROSPARC |I-EP CACHE
the codes where full alignments may appear can be obtained [ Code [ BCMP WCMP _ MP |
by disabling the modeling of the wort-case overlapping. The TRANS | 2600 3158 2663
prediction would be still safe if the programmer avoids ex- matrix1 | 27100 41554 28163

plicitly full alignments by using buffering or extra paddin
for example. The results obtained using this new predictiGiorage type (global, stack or heap) and the access typar(sca

of the WCMP are summarized in Table IV. This table onljegular, irregular or input data dependent). Neverthekeey

contains thus the codes where full alignments may appedr, &f ot present an experimental results section. ,
its statistics are referred only to the simulated cases evher R@maprasad and Mueller [14] use the cache miss equations

full alignments did not finally occur. This walZP is the (CMES) [8], which need the data addresses for their predic-
average memory performance (expressed in cycles) obsert}@gS: as @ basis for the WCMP estimation. Non-perfectly
in these simulations, andwcypy, and A g, are cal- nested ano! non_—rectangular loops are _covere_d using loop
culated considering only simulations without full alignnte ~transformations like the forced loop fusion which involves
The values ofAwcypy, are similar to those in Table 111 ang the II’]SGI‘IIOI’! of loop mdex—depem_knt conditionals in the
the values ofA 51, are fairly smaller, which indicates thatcode. Loop index-dependent conditionals are modeled using

the WCMP is now closer to the average value observed. TR& €xtra analysis stage. The validation shows almost perfec
table includes a column 4&A,), where A is the percentage predictions of the WCMP but only two (direct-mapped) cache

of all the simulations where full alignments appeared, apd A°nfigurations are considered.
is the estimation of the probability of full aligments pretid .Vera et a_‘l' [10] use also the_ data address_—depend_ent gache
as described in Section V-B5. The large correlation betwe8}{SS equations (CMEs) to predict the WCMP in a multitasking

A, and A indicates that the percentage of full a”gnmemgnvironment. Their work combines the static analysis, pro-

observed in the simulations is very close to the one prediictédded by the CMEs, with cache partitioning for eliminating

analytically. Only in the STENCIL code when using the Mipgltertask interferences, and cache locking to make prahliet
R4000 cache, the percentage observed in the simulationd}g cache behavior of those pieces of code outside the scope
larger that the one predicted. The reason is that in this codfe@Pplication of the CMEs. Good predictions of the WCMP

one of the data structures presents two sequential refeserfl€ achieved for codes that use the cache locking in order to
to two consecutive elements instead of just one. This iseea MProve the WCMP predictability.

slightly the probability of a systematic collision with tiogher ~ OUr modelis the only one to our knowledge that does not

data structure involved in the code because there is one mgr84'"® Fhe base addressgs O_f the data s.tructures. A,S & resul
position in the cache where full alignments can appear. it Is difficult to compare it with the previous works in the
bibliography. The other models can only predict the WCMP

for one specific possible combination of the base addresses
of the data structures out of the millions that are possible.
There are many works focused in the calculation of thEhe WCMP for a given base-address combination can be very
WCET in the presence of data caches. Several of thdar from the one obtained with other combinations. This is
have used analytical methods to calculate the WCMP in tivicated by the large values observed in thgr,, column
presence of caches. The modeling of instruction-cachds [2id Table Il for the codes with potential full alignments. @5
[21] has had a lot of success, even recently in multicomthout full alignments can also experience wide variagion
systems with shared L2 instruction caches [22]. There diee cache behavior. For example, Table V shows the Best-
also many works devoted to the study of data caches. Whitase (BCMP), Worst-Case (WCMP) and average-case)(
et al. [15] bounds, using an static analysis, the worst-casemory performance for the TRANS and matrix1 codes used
performance of set-associative instruction caches arattdir in Section VI, which have no full alignments, working on
mapped data-caches. The analysis of data caches need20t020 matrices in the MicroSPARC ll-ep cache. The memory
determine the base addresses of the involved data stractuperformance is 21% worse in the WCMP than in the BCMP
Relative address information is used in conjunction witfor TRANS and a 53% for matrixl. A single execution of
control-flow information by an address calculator to obtaiour model, which takes less tan one second, provides a base-
this information. The analysis classifies the accessesénodn address independent prediction of the WCMP. However, such
four categories: always miss, always hit, first miss and firat prediction can only be provided by the other models by
hit. The validation is performed considering only one cachmaking the individual predictions for all the possible base
configuration. address combinations. In this case, assuming the preatatid
Lundqvist and Stenstrom [23] distinguish between dathose models are safe, tleycypy parameter in Tables i
structures that exhibit a predictable cache behavior, vhiand IV is an upper bound of the difference between those
is automatically and accurately determined, and those withedictions and the one of our model.
an unpredictable cache behavior, which bypass the cache.
Only memory references, whose address reference can be VIII. CONCLUSIONS
determined statically, are considered to be predictablee T This paper presents a model to predict a safe and tight upper
predictability of a reference is determined considering ttbhound of the cache performance whose main novelty is that

VIl. RELATED WORK
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it is the only one that requires no information about the ba&iven two reference® and R’ in a loop nest of d_e)ptlm,_])%
addresses of the data structures. This property is vergesite can access a line befof® in the loop nest only iz >~ dr,
ing, since base addresses are sometimes unavailable ail€omyhich is defined as

time, and they can change between different executions. T
model can provide two kinds of WCMP predictions. The® ST
absolute prediction is safe and tight with respect to thaaict (Ori > dRrri)

WCMP for any possible co_mbination Of. b‘?‘se _addresses O_f ﬂl“ﬁe first reference in the ordering is the first one to access
data struciures. The con_dltloned predllctmn 'S safe p!Eml"dany line in the loop nest, so its PMEs are derived following
the programmer has avoided systematic collision of dlﬁerethe method and equations previously described in Sect..IV-A

references. In this case, the conditioned prediction wél ti:or each one of the following references, the PMEs for all

besides much tighter. This prediction is also useful to kn0ﬁ<e loops are also built with Eq. (4) except possibly the
a very probable WCMP for soft-RTS and non RTS, as fu ne for the loop associated with the longest reuse distance

alignments usually appear in a fairly small percentage ef tt?he reference can enjoy. This loop is the outermost one

base address combinations. for which dp; # @Corﬂetely, its nesting level is the

An extensive validation using trace driven simulations tha . . -
required more than 30000 hours of CPU time shows that tr%l;nallestz for Whlclém # Ori- If there are other positions

approach yields safe and tight values of the WCMP. 7:J # 1/0r; # Onj, the loop is also modeled using the

In the future, we intend to extend our model to considépethOd in Sect. IV-A. Otherwise the PME for uniformly
' enerated references derived in [4] is used to madei this

irregular access patterns and caches shared by several C(?re S
. ; : ) . Q0p level:, with two changes to ensure the safeness of the
Finally, we will consider using as input the base addres$es

those data structures that are available in order to tigtiten Wemp pred_|ct|on that we describe now. .
The equation that models the reuse among uniformly gener-

— —_— —
- 0p — 32,0§z<n/(V3,0§]<2, 6Rj:5R’j)/\

predictions. ated references in [4] considers all the possible reusartist,
and it computes the average number of reuses for each
APPENDIXA reuse distance. The actual number of reuses depends on the
REUSE AMONG DIFFERENT REFERENCES alignment of the references with respect to a cache line at

) ) the beginning of the iterations of the loop nest, very much
Equation (4) in Sect. IV-A uses safe upper bounds of thge the value ofLp; that was maximized with Eq. (3). The

reuse distances of the accesses of a reference with respeg{siormation of this PME into a worst-case one is thus also
its own previous accesses. Relying only in this equation fpnieved calculating the number of reuses for each possible
estlm_ate the WCMP ina code is safe, but the predictions caf,se distance using the, possible initial alignments, and
lose tightness in coo_les wlth references that carry reusesleet taking the largest one of the values computed. This approach
them, as the equation ignores those reuses. The PME mqd&lyiginal in that, rather than maximizing the reuse diséan
distinguishes the modeling of reuse among references fougdeach access, it maximizes the number of accesses per reus
in the same loop nest and in different loop nests. We propq§gtance. As a result more accesses than the ones that will
here modifications to the modeling of both kinds of reusgtyally take place may be modeled, but the safeness of the
that improve the tightness of the WCMP prediction withouycmp prediction is ensured. The second change is that the
compromising its safeness. numberG of groups of lines used in the equation, which is
an average in [4], is rounded up to the nearest largest intege

A. Reuse among references in the same loop nest o
B. Reuse among references in different nests

The model in [4] considers reuse among references in , .
. . Let us consider two loop nests X and Y (X preceding Y)
the same loop nest provided they are uniformly generated. . ;
: L . . at_a nesting level which reference a data structuse there
This means that they have the same affine indexing functigns . , .
. . L L €ing no intermediate loop nests between them that acdess th
ar;l ; + dr; In every dimensionj, except possibly in the

L ' structure. The memory regions sfaffected by the references
dr; constants. This is the most common kind of reuse amon y reg N y

. . : . IY both loops are compared to determine the numbesf
references in a loop nest by far, and it sufficed in [4] to mOdfanes they have in common. The first-time accesses to those
e

accurately many real codes. Let us also remember that if 1ilnes in loop Y can enjoy a potential reuse with respect to the

references do not hold this condition, the lack of modeling. .. ... i loop X. As Eq. (5) shows, a PNIG: (RD) is

of their reuse may worsen the tightness of the prediction, bqways a expression of the kind MissR(RD) + b, wherea

it does not compromise its safeness. In order to model Ao L . . _
IS ihe number of first-time accesses to lines in the execution

reuse, the references are first sorted in descending ordermp he loop, i.e., the number of different lines accessed, an

thg iteration of the Io_op nest in W—hjCh they can access a Iinbeis the number of misses in the reuses within the loop. As
This can be done building a vectég, of n elements for each a result, ifn out of thesea lines are known to have been

referenceft in a loop nest of depth such that accessed in a preceding loop nésf,;(RD) can be rewritten

. drj  if I; indexes dimension of R andag; > 0 as(a—n)- MissR(RD)+n - MissR(RD from X to Y) +b.

Ori = —0gr; If I ; indexes dimensiop of R andag; < 0 Let us notice that the number of linesin common between
0 otherwise [ ; does not indexR) the regions accessed in the two loops may vary with ithe



possible initial alignments of the data structige Thus the [13]
model calculates the valueswofor the Ls possible alignments

and takes the smallest one. This is the worst case becausethie

a — n lines that cannot experience reuse in this nesting level

will have necessarily longer reuse distances in outer loops

even no reuse distance if they are cold misses. [15]
There remains the problem of estimating the worst-case
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Zivojnovic et al, “DSPSTONE: A DSP-oriented benchmarking method-
ology,” in International Conference on Signal Processing Appligaio
and Technology1994.

H. Ramaprasad and F. Mueller, “Bounding worst-casea datche be-
havior by analytically deriving cache reference pattérims|EEE Real-
Time and Embedded Technology and Applications Sympp2®5, pp.
148-157.

R. White, C. Healy, D. Whalley, F. Mueller, and M. Harmdffiming
analysis for data caches and set-associative cachelfER Real-Time

reuse distance between the loops X and Y used in the second and Embedded Technology and Applications Symposi@sv, pp. 192-

term of this expression. A simple answer is to use the thlfé]

S. Microelectronics, “microSPARC-llep User's Manfialech. Rep.,

execution of both loops as well as the code between them as 1997.

reuse distance. Most times the actual reuse distance will b8
of course shorter, but in worst-case situations this codd pg

M. Inc, “PowerPC 604e RISC Microprocessor Technicaim#&uary,”
Tech. Rep., 1996.
M. Technologies, “MIPS32 4Kp- Embedded, MIPS ProcesSore,”

indeed the reuse distance: consider a loop that accesses theTech. Rep., 2001.

elements of a vector in increasing order, followed by a lodp®!
that accesses them in decreasing order. The reuse distancef;
the access to the first element of the vector in the second loop
includes the whole execution of both loops. 21]
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